










































The technology shocks are assumed to be quite persistent, with a standard deviation equal

to 0.72% and an autoregressive parameter 0.95. The shock to the policy rate has a standard

deviation equal to 0.82%, and an autoregressive parameter of 0.9, and for the financial innova-

tion shock we assume a higher standard deviation of 1% and an autoregressive parameter equal

to 0.9. Shocks to the TFP have a relatively prolonged effect on macroeconomic variables, while

a monetary policy shock rapidly dies out and the economy reaches again the steady state. The

bubble shock is modeled as being somewhat persistent due to its effects on loan creation. Mon-

etary policy coefficients on inflation and the output are 1.5 and 0.5. The rest of the parameters,

implied steady states and interest rates used in the calibration are given in Tables 1-3.

5.2 Impulse response for the Financial Bubble

In our modelling approach we combine a fundamental shock with a bubble in the value of loans.

Figure 7 shows the bubble reaction of the loan variable in response to the financial innovation

shock.

Figure 7: Simulated financial bubble

Note: The simulation shows the bubble reaction of the loan variable (axis LHS) in response to the

financial innovation shock (axis RHS) .

The full impulse response of the economy to a financial innovation shock is shown in Figure

8. The financial innovation shock leads to a reduction in monitoring needs to service given

transaction money demand. Simultaneously, the bank spread (external finance premium, or

EFP) is lowered. The amount of loans handed out by banks and the equity price rise on
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impact. Then they further increase due to the positive feedback mechanism of the financial

bubble. The financial bubble has a direct impact on inflation and due to staggered pricing also

real effects on consumption in addition to the initial financial innovation shock.

Figure 8: Impulse responses to a financial bubble shock

Note: All interest rates are shown as absolute deviations from the steady state, expressed in percentage

points. All other variables are percentage points deviations from the implied steady state value.

We illustrate the effect of the staggered pricing mechanism (as in Calvo (1983)) under a

financial innovation shock (Figure 9). We find that with higher price persistence less adjustment

is channeled through inflation and real effects are higher. Hence, the effects of a financial bubble

differ for economies depending on the degree of price flexibility. In particular, the assumption

of sticky prices makes monetary policy non-neutral, allowing it to influence the size of the

bubble; on the other hand, price stickiness makes it possible for aggregate bubble fluctuations

to influence aggregate demand and, hence, output and employment.
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Figure 9: Impulse responses to a financial bubble shock with high and low price inertia

Note: All interest rates are shown as absolute deviations from the steady state, expressed in percentage

points. All other variables are percentage points deviations from the implied steady state value.

We assess the impact in the economy of a financial innovation shock with and without a

bubble in the value of loans (Figure 10). In the no-bubble economy the shock leads a reduction

in monitoring needs. Simultaneously, the bank spread is lowered. The amount of loans handed

out by banks and the equity price rise on impact. In the bubble-economy loans increase even

more due to the positive feedback mechanism of the financial bubble generating the need to

hire more monitoring workers in the banking sector. The spread is further compressed down by

the expansion in the supply of loans while equity prices increase further. Hence, the presence

of a bubble generates an amplification effect in the financial sector (via loans and equity) and

in the real sector (via consumption funded by transaction money demand).
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Figure 10: Impulse responses to a financial bubble shock versus no bubble shock

Note: All interest rates are shown as absolute deviations from the steady state, expressed in percentage

points. All other variables are percentage points deviations from the implied steady state value.

5.3 Policy experiments

We test how effective several monetary and macroprudential policies are in this setup. In Figure

11 we study the effect of monetary policy reacting to changes in overall loans, Lt. This would

modify the Taylor rule of the monetary authority as follows:

Rp
t =

(
Rp
t−1

)ρ(Lt
L

)φL(1−ρ) ( πt
π∗

)(1−ρ)φπ
(

yt
yt−1

)(1−ρ)φy

A3t. (35)

We see in the impulse response that the modified Taylor rule has some effect on inflation and

consumption as the policy reaction doubles. A reaction to overall loan growth barely affects

bank leverage, the credit margin (external finance premium, EFP) or the equity price. We
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conclude that a “leaning against the wind” policy has some effect in reducing the size of the

financial bubble.

Figure 11: Impulse response of financial bubble shock with different monetary policy reaction

Note: All interest rates are shown as absolute deviations from the steady state, expressed in percentage

points. All other variables are percentage points deviations from the implied steady state value.

The next experiment uses a macroprudential measure by increasing the target level of the

capital requirement ratio, τ , from a level of 11% towards 15%, which affects the profits at the

headquarter level:

ΠB
t =

∞∑
t=0

[
RL
t

Lt
Pt
−RD

t

Dt

Pt
− κe

2

(
et
Lt
− τ
)2

− wtmt

]
(36)

The increased capital requirement ratio leads to a slight reduction of the impact of the shock

as demonstrated in Figure 12. The response of inflation and consumption is dampened. This
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works through the equity price which increases by less during a financial shock. On the other

hand, the negative impact on the spread between the loan and deposit rate is reduced, meaning

that the financial sector can better absorb the bubble shock.

Figure 12: Impulse response of financial bubble shock with higher capital requirement

Note: All interest rates are shown as absolute deviations from the steady state, expressed in percentage

points. All other variables are percentage points deviations from the implied steady state value.

Finally, in Figure 13 we introduce an endogenous capital requirement, τt, set by a regulator

along the following rule reacting to the credit-to-GDP gap:

τt = τ + κt

(
Lt
Yt
− L

Y

)
(37)

Under the rule reacting to the credit-to-GDP gap we study the behavior of the financial

bubble compared to the base case. While the equity price falls more than in the base case

(but less than under the exogenous increase in target capital), the reaction of the spread (EFP)
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is dampened. The stabilization comes from the combination of a lower equity price and a

limited response of monitoring. The endogenous increase in the necessary bank equity holdings

counteract the initial cost reduction from the financial innovation shock. The side effects of

the financial bubble are reduced, inflation and consumption react significantly less. The visible

impact on the target variables, inflation and consumption, and the limited reaction of other

variables let us conclude that an endogenous requirement is effective in precisely working in the

required way without adversely affecting other macroeconomic variables.

Figure 13: Impulse response of financial bubble shock with endogenous capital requirement

Note: All interest rates are shown as absolute deviations from the steady state, expressed in percentage

points. All other variables are percentage points deviations from the implied steady state value.

Supporting this reasoning, Table 4 shows that under an endogenous macroprudential rule

the volatility of consumption and loans is sensibly attenuated while the volatility of equity and

equity prices increases.
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Table 4. Model Moments

Benchmark Endogenous Capital Requirement

S.D. Corr. S.D. Corr.

Consumption 0.16497 1 0.11331 1

Equity 4.42854 0.63471 7.34583 0.43092

Equity Prices 0.13782 0.59156 0.23655 0.38796

Loans 0.44273 0.94411 0.32735 0.69627

This is illustrated in Figure 14 which gives a simulation of the main variables consumption,

inflation and loans. We see that the amplitude of the cycle is much smaller in case of the

endogenous equity requirement. In particular, credit booms and busts are attenuated. Further-

more, the simulation shows a stabilising effect of the endogenous rule on the real economy and

on inflation.

Figure 14: Simulation of consumption, inflation and loans with and without an endogenous
capital requirement

Note: Two-year moving average of deviations in total credit-to-GDP.
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Relating to the motivation of this paper in section 1.1. we also show how an endogenous

requirement (countercyclical capital buffer) helps in dampening financial cycles. The amplitude

of the credit-to-GDP gap is reduced from more than 30% peak-to-trough to 20% peak-to-trough.

Financial cycles also become shorter as the countercyclical buffer is a self-correcting mechanism

of excessive deviations in the credit-to-GDP measure.

Figure 15: Simulation of credit-to-GDP gaps with and without an endogenous capital require-
ment

Note: Two-year moving average of deviations in total credit-to-GDP.

6 Welfare

We have approximated welfare by employing a second-order Taylor expansion to utility and

derived the loss function using the labor demand function, the marginal cost function and the

29



Table 5. Welfare
Output volatility Inflation volatility Welfare loss

Benchmark 0.16497 0.05174 0.05996
Monetary Policy Reaction 0.14301 0.05109 0.05229
Higher Capital Requirement∗ 0.17271 0.05216 0.05263
Credit-Gap Rule 0.11331 0.04168 0.04149

∗Note: Welfare is calculated on the basis of the different steady-states implied by the higher

capital requirement.

money in advance constraint.10 The loss function reads as

Lt = ϕσ2
ỹ +$σ2

π,

with ϕ and $ resulting from model parameters. We use the approximation to quantify the

welfare rankings which result from the monetary and macroprudential rules. Table 5 shows

the welfare losses for the different regimes. A higher capital requirement is slightly procyclical,

but incorporating changes to the steady state improves the welfare result.11 The endogenous

regimes, i.e. the policy reaction to loan growth and the credit-gap rule, also perform better in

terms of welfare. The credit-to-GDP gap rule is more effective than the monetary policy as it

targets precisely bank leverage. The endogenous capital requirement reduces the welfare loss

by 43%, while the monetary policy reaction just by 14%.

7 Conclusions

In this paper we set up a framework for the causes and effects of a financial bubble. With this

model we shed light on recent policy debates on monetary and macroprudential instruments.

The financial bubble features the deviation of the value of an asset from its equilibrium value,

as well as a positive feedback mechanism for the value deviation. The analytical framework

shows how a financial bubble can develop from the bank supply side with households following

standard behavioral functions. We augment a standard New-Keynesian macroeconomic model

10The full derivation can be found in section C of the Appendix.
11We take into account lower credit spreads (EFP) in steady state in higher capitalized economies (see

Gambacorta and Shin (2016)) through a loan production function which incorporates different equity levels
through the loan production efficiency Q. We arrive at a welfare gain of up to 0.01 in consumption units.
The welfare gain is calculated through incorporating equity implicitly into the Cobb-Douglas function for loan
management. As through a higher equity requirement the spread and monitoring reaches minimal levels this
gives us an upper bound to the possible gains in well-capitalized economies. The welfare gain outweighs the
welfare losses of 0.00272. The overall effect is an improvement in the welfare loss, which would be at 0.05263,
i.e. roughly the value of the welfare loss in case of a monetary policy reaction.
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with a loan management technology and endogenous equity holdings for banks to define policy

instruments and measure their efficacy in counteracting financial bubbles.

We test several measures on whether they can effectively reduce the impact of a financial

bubble. We find that a macroprudential rule which reacts to the credit-to-GDP gap proves to be

the most effective measure to prevent a bubble from growing. This lies in its nature of increasing

costs which counteract the fall in monitoring need following a financial innovation. A central

bank intervention against the financial bubble (“leaning against the wind”) is less effective. Our

welfare analysis shows that volatility increases, but overall welfare improves when introducing a

higher fixed capital requirement. An endogenous requirement reduces welfare losses more than

double compared to a monetary policy reaction. We thereby provide a comprehensive rationale

for the use of countercyclical capital buffers.
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A Linearised model

Let x̂ denote the deviation of a variable x from its steady state. The model can then be reduced

to the following linearised system of equations:

1) Supply of production and monitoring labor

λ̂t + ŵt =
l

1− l −m
l̂t +

m

1− l −m
m̂t (38)

2) Demand for production labor

ŵt = −ηl̂t + a1t (39)

3) Monitoring demand

1

λ
λ̂t + cĉt + LRL

(
L̂t + R̂L

t

)
+ LRD

(
L̂t − R̂D

t

)
= 0 (40)

4) Production

ĉt = (1− η) l̂t + a1t (41)

5) Loan provision:

L̂t+1 = (1− α)m̂t + δgbt + a2t (42)

6) Money in advance constraint

ĉt + P̂t = D̂t (43)

7) Inflation

π̂t = P̂t − P̂t−1 (44)

8) Calvo (1983) pricing

π̂t = βEtπ̂t+1 + ϑm̂ct (45)

with ϑ = (1−θ)(1−βθ)
θ

1−η
1−η+ηε

9) Marginal cost

m̂ct = ŵt −
1

1− η
(ηĉt) + (1− η) l̂t (46)

10) Bond holding

B̂t = 0 (47)
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11) Stock holding

Ψ̂ = 0 (48)

12) Loans

L̂t = D̂t (49)

13) Equity

e(1− δe)êt−1 − eêt + φBQ(Q̂Ψ
t − Q̂Ψ

t−1)Ψ + (1− φΨ)ωBω̂B,t−1 = 0 (50)

14) Bond rate

R̂B
t = π̂t + λ̂t − Etλ̂t+1 (51)

15) Equity price

Et

(
λλ̂t+1 +QΨQ̂Ψ

t+1 + ΠΨΠ̂Ψ
t+1 − π̂t+1

)
−
(
λλ̂t +QΨQ̂Ψ

t

)
= 0 (52)

16) Loan spread

RLRL
t =

εL
εL − 1

[
RDRD

t + vwtmt
(1−α)c

(ŵt + m̂t − ĉt)
−κee

L2

(
2 e
L
− τ
)
êt − κee

L2

(
3 e
L
− 2τ

)
L̂t

]
(53)

17) Deposit rate

R̂D
t = R̂P

t (54)

18) Policy feedback rule

R̂P
t = (1− ρ) (φππ̂t + φcĉt) + ρR̂P

t−1 + a3t (55)

19) Bank Profit

ωω̂t = RLL
(
R̂L
t + L̂t

)
−RDL

(
R̂D
t + D̂t

)
− (56)

κee

L

( e
L
− τ
)(

êt − L̂t
)
− wm (ŵt + m̂t) + δg b̂t

20) Dividends:

Π̂Ψ
t = ω̂B (57)
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21) EFP:

efp efpt = RLR̂L
t −RDR̂D

t (58)

22) Bubble

b̂t = L̂t − L̂t−1 (59)

There are 22 equations and 22 variables.

B Calculating Steady States

There is no technological progress A1t = A1 = 1 and no price change i.e. Pt = P = 1.

1 +RB =
1

β
(60)

RD

RD = (1− rr)RP (61)

RL

RL = χεL

[
RD +

vwm

(1− α)c

]
(62)

c

c = A1l1−η (63)

D

D =
c

v
(64)

w

w = (1− η) l−η (65)

L

L = D (66)

m

m =

(
L

Q

) 1
1−α

(67)

λ
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λ =
φl

w(1− l −m)
(68)

ωB

ωB =
(
RL −RD

)
L− wm (69)

e

e =
(1− φΨ)

δe
ωB (70)

φΨ

τ =
e

L
=

(1− φΨ)

δe

ωB
L

φΨ = 1− τδeL

ωB

ΠΨ

ΠΨ = φΨωB (71)

QΨ

1 = βEt

{
QΨ + ΠΨ

QΨ

}
(72)

QΨ =
βΠΨ

(1− β)

RL −RD

RL −RD =
RD

εL − 1
+

εL
εL − 1

[
vwtmt

(1− α)c

]
(73)

C Welfare

Defining x̂t as the log deviation from the steady state (x̂t = xt − x), each variable can be

restated as a second order approximation of its relative deviation from the variable’s steady

state, which reads as:

Xt −X
X

' x̂t +
1

2
x̂2
t
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From the problem, above household utility is described by additive functions of consumption

and leisure

Ut = log(ct) + φllog(1− lst −ms
t) (74)

Taking the deviation from the steady state we get

Ut − U =
1

c
(ct − c)−

φl
1− ls −ms

(lst − ls)−
φ

1− ls −ms
(ms

t −ms)

−1

2

1

c2
(ct − c)2 +

1

2

φl
(1− ls −ms)2

(lst − ls)2 +
1

2

φl
(1− ls −ms)2

(ms
t −ms)2

Simplifying further

= ĉt −
1

2
ĉ2
t −

φl
1− ls −ms

(lsl̂st +msm̂s
t) +

1

2

φl
(1− ls −ms)2

c(ls2l̂s2t +ms2m̂s2
t )

Now we rewrite ms and ls in terms of output. Production labor demand lt is given by

lt =

(
Yt
A1t

) 1
1−η
∫ 1

0

(
pt(i)

Pt

)− ε
1−η

di

and according to the lemmas in Gal̀ı (2008)

∫ 1

0

(
pt(i)

Pt

) −ε
1−η

di ' 1 +
1

2

(
ε

1− η

)
1

Θ
vari{pt(1)}

Log-linearizing the above condition

(1− η)l̂t = ŷt − a1t + (1− η)log

∫ 1

0

(
pt(i)

Pt

)− ε
1−η

di

Loan management demand mt is given by Lt
Pt

= Qta2tm
1−α
t , together with the money in

advance constraint ct ≤ vLt
Pt

we derive the log-linearized expression for mt

m̂t =
1

1− α
ĉt − a2t

Substitution by ĉt = ŷt

Ut − U =

ŷt −
1

2
ŷ2
t +

1

1− ls −ms

[
φl

1− η
(ls[ŷt − a1t + (1− η)log

∫ 1

0

(
pt(i)

Pt

)− ε
1−η

di) + φlm
s(

1

(1− α)
ŷt)

]

= ŷt −
1

2
ŷ2
t − φl[ν(ŷt +

ε

2Θ
vari{pt(i)})−

1

2
ν2(ŷt − a1t)

2]− φl[µŷt −
1

2
µ2(ŷt − a2t)

2] + t.i.p.
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where ν = ls

(1−ls−ms)(1−η)
and µ = ms

(1−ls−ms)(1−α)
, Θ ≡ 1−η

1−η+ηε
and t.i.p. are terms which are not

affected by monetary policy. Using Woodford’s (2003) result

∞∑
t=0

βtvari{pt(i)} = λ
∞∑
t=0

βtπ2
t

Finally, we collect all terms on the rhs:

Ut − U = (1− φl(ν + µ)− 1

2
φl(ν

2 + µ2))ŷt −
1

2
(1− φl(ν2 + µ2))ŷ2

t −
1

2

νφlε

Θλ
π2 + t.i.p.

Under φl = 0.65 to yield roughly 1/2 of available time working in either goods production

or banking, similar to Goodfriend and McCallum (2007), ν + µ cancels out from the first

expression.

The welfare measure is therefore approximated by:

W = E0

∞∑
t=0

βt(Ut − U) = −1

2
E0

∞∑
t=0

βt
[
(1− φl(ν2 + µ2))ỹ2

t +
νφlε

Θλ
π2
t

]
+ t.i.p.

Restating gives

W = E0

∞∑
t=0

βt(Ut − U) = −1

2
E0

∞∑
t=0

βt
[
ϕỹ2

t +$π2
t

]
+ t.i.p.,

with

ϕ = 1− φl(ν2 + µ2)

and

$ =
νφlε

Θλ
.

The welfare function can be expressed in terms of a quadratic loss function

Lt = ϕσ2
ỹ +$σ2

π.
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